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The Basics

(1 Bayesian probability formulas
p(a|b)p(b) = p(anb) = p(b|a)p(a)
p(b[a) p(a)
b) =
p(a|b) ()
p(a|b)p(b) = p(b|a)p(a)

10dds: o(y) = P¥) = PWY)
p(y) 1-p(y)




The Basics

e Document Relevance:

o(R[x) = PXIRIP(R)
p(X)
o(NR|x) = PXINR)P(NR)
p(X)
* Note:

P(R|x)+ p(NR|x) =1



Probabllity Ranking Principle

Simple case: no selection costs.
X Is relevant iff p(R|x) > p(NR]|x)
(Bayes’ Decision Rule)

PRP In action: Rank all documents by
P(R[x).




Probabllity Ranking Principle

[1More complex case: retrieval costs.

_ C-

cost of retrieval of relevardocument

— C’ - cost of retrieval of non-relevaiibcument
— letd, be a document

(1 Probability Ranking Principle: if

CLp(R|0

)+C'[0-p(R|d))<CLp(R|d) +C [@1— p(R|d))

for all d’ not yet retrievedthend is the next
document to be retrieved




Next: Binary Independence Model




Binary Independence Model

[1 Traditionally used in conjunction with PRP

0 “Binary” = Boolean : documents are represented
as binary vectors of terms:

— X=(X,.0 X))

x =1 iff termi is present in document
0 “Independence”: terms occur in documents
iIndependently

(1 Different documents can be modeled as same
vector.



Binary Independence Model

1 Queries: binary vectors of terms

1 Glven gueny,
— for each documert need to computp(R|qg,d).

— replace with computing(R|g,x)wherex is
vector representingd

1 Interested only in ranking

O Will use odds:
OR|[g %) = P(RIGX) _ P(RI9 ,pX|Ra)
p(NR|@,%) p(NR|g) p(X|NRQ)




Binary Independence Model

[~ . 1

O(R|[q, %) = p(RIG.%) _ P(R]0) | m

p(X|R,q) |

p(NR|q,%) p(Nqu). Ip(X|NRg) |

Constant for
each query

» UsingIndependenceAssumption:

P(X|Ra) _~ P |Rq)
P(XINR ) I p(x|NRQ)

*S0:0 (R |q, d)—O(RIOI)Eﬂ

Needs estimation

pP(x |R.,q)

N pP(X

| NR , Q)




Binary Independence Model

' O(Rla,d)=O(RIq) ] 2 X 5D,

e Sincex Is either O or 1;

_ p(x =1|RA) — P(x =0|R0)
ARlad=0RIDY | 1 NRg) 1] pix =0INRg

e Let P =p(X =1|R,q); 1, =p(x =1|NRq);

* Assume, for all terms not occuring in the quegy=0) P, =T




Binary Independence Model

O(qu,?):O(RIQ)DI 1

All matching terms

Non-matching
query terms

pd-r) -
= O(R [] '
RO oo i

All matching terms

All query terms




Binary Independence Model

O(R]qg,X) 30O(R]|q) I—l p.(l_ri)[ _]i—_I:,

% =g =1 [ (1_ P )
Constant fo
each query
Only quantity to be estimate¢
_ for rankings
e Retrieval Status Value:

_ P, (1_ ri) _ Y (1_ ri)
RSV= IogyJ;L1 Ao &:Zq::llog =)




Binary Independence Model

» All boils down to computing RSV.
RSV=log [1 2470 S log P (1-r,)
X;

=g =1 f (1_ p,) X =q =1 I (1_ pl)

_ . p@A-r)
RSV= > ¢; ¢ =log— '
)g%zl [ (1_ pi)




Binary Independence Model

e Estimating RSV coefficients.
 For each term look at the following table:

Documens Relevant| Non-Relevant Total
Xi:1 S N-S N
Xi=0 S-S N-n-S+s N-n
Total S N-S N
e Estimates: P, = E = (n—S) Add 0.5to
ates: P s "TIN-9 every

S/(S-s) / expression
(n—-s)/(N-n-S+5s)

c =K(N,n,S;s)=log




PRP and BIR: The lessons

1 Getting reasonable approximations of
probabilities is possible.

1 Simple methods work only with restrictive
assumptions:
— term independence
— terms not in query do not affect the outcome
— boolean representation of documents/queries
— document relevance values are independent
[0 Some of these assumptions can be removed



Next: Binary Independence

Indexing




Binary Independence Indexing vs.
Binary Independence Retrieval

‘BIR Bl
0 Many Documents, One 1 One Document, Many
Query Queries
[ Bayesian Probability: 0 Bayesian Probability
o X|0, R p(R|g =13 v,
ID(qu,)zloIq)#()mj(lq) o(RIG. %) = PAIX RBRIX)
[s) qu
0| Varies: document [ |Varies: query
representation 0 Constant: document

0 Constant: query
(representation)



Binary Independence Indexing

(1 “Learnng” from queries
— More queries: better results
. d| X R p(R| X
(RIG %) = PAIXRP(RIN
p(d | X)
0 p(g|x,R)- probability that if document had

been deemed relevant, querhad been
asked

1 The rest of the framework i1s similar to BIR




Binary Independence Indexing:
Key Assumptions

[1 Term occurrence in queriesaesnditionally
iIndependent: p(g|R,X) = [P IRX)
1 Relevancef document representation

w.r.t. queryg depends onlyn the terms
present in the quengel)

[0 For each termn not used in representatioqof
documend (xi=0): p(R]|z,X) = p(R]|X)
— only positive occurrences of terms count




Binary Independence Indexing

p(R]|q,
_Dp(qi) " o(RIq

p(q)

2= A% RPRID

n(q|X)

-1 P(

[ ] P(a)

p(q)

[Pp(R]X)

J

constant

X P(R|q =0,X)
[ |
]

p(R]X)

7

Equal to 1




