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Abstract. The named-entity extraction task is concerned with extract-
ing higher-level information chunks such as names of people, organiza-
tion, time, and dates from messages. Most recognition systems that per-
form this task assume that the input to the system is noise-free symbolic
text. In this paper we explore the impact of OCR error on the accuracy
of named-entity recognition systems. We report results of our baseline
experiments that we conducted using an off-the-shelf named-entity rec-
ognizer and a commercial OCR product. We hope that the dataset and
the experimental results will stimulate cross-disciplinary research and
allow researchers to measure progress each year.

1 Introduction

Optical Character Recognition (OCR) converts document images into editable
and searchable symbolic text [3]. While OCR allows users to search for spe-
cific strings in the text, it would benefit users if they could search the symbolic
text at a meta-level instead of the standard string search. For example, a user
might want to know the names of all the persons mentioned in a specific doc-
ument without having to search one-by-one for strings corresponding to names
in a database. Similarly another user might want to know if any organization is
mentioned in a document. While many named-entity tagging systems have been
developed for error-free symbolic text, we explore the impact of OCR errors
on these tagging systems. We hope that these baseline experiments will allow
researchers to track the progress each year and stimulate cross-disciplinary re-
search among researchers in OCR, computational linguistics, and information
retrieval research areas.

The named-entity task was part of the DARPA sponsored Message Under-
standing program [7] and is described in their conference proceedings [4]. MITRE
corporation built an environment called Alembic [1,6] that allows users to au-
tomatically tag named-entities and evaluate the results. The SRA corporation
developed a named-entity tagger for Arabic language that is based on morpho-
logical analysis of the words [13]. An evaluation/scoring system based on the
task definitions and the metrics was developed at SAIC [8]. Researchers have



also built named-entity extraction systems for output generated from speech
recognition systems [12,9]. Earlier [11] we reported results of our evaluation of
two Arabic OCR products: Sakhr’s Automatic Page Reader and OnsetTechnol-
ogy’s OmniPage for Arabic. While there is literature on impact of OCR errors
on information retrieval performance [5,2], we are not aware of research that
addresses the issue of extracting named-entities from noisy OCR text.

In Section 2 we define the named-entity recognition task. The methodology
for conducting the experiments is described in Section 3. The dataset, the OCR
system, and the named-entity tagging system is described in Section 4. Finally
our experimental findings are reported in Section 5.

2 The Named-Entity Recognition Task

The original MUC definition of named entities [4] categorized named enties into
three types: i) entity names (e.g. organizations, persons and locations), ii) tem-
poral expressions (e.g. dates and times), and iii) numeric expressions (e.g. mon-
etary values and percentages). However, the SRA named-entity tagger used in
our experiments categorized entities into five top-level categories: numeric (mon-
etary values, percentages), entities (organizations, publications), temporal (time,
date), location (city, country, location), and person. The task was not to rec-
ognize these entities by pattern matching but by using context and linguistic
structure [10]. A sample Arabic document with its SGML named-entity tags is
shown in Figure 1.

3 Methodology

The methodology used in our experiments is illustrated in Figure 2. Please re-
fer to this figure for rest of this section. There are two components of the entire
end-to-end OCR-based named-entity recognition system. The individual compo-
nents are evaluated independently and then as a combined system. Four kinds of
experiments are conducted: i) Manual transcription (OCR Groundtruth) is used
to evaluate the OCR character and word accuracy (OCREval Result), ii) manual
named entity annotations (ManualNE) are used to evaluate automatic named-
entity tagging performance (AutoNE Result), iii) automatic named-entity tags
on the OCR output are compared against automatic named-entity tags on the
OCR Groundtruth to isolate the tagging error introduced only due to OCR, i.e.,
it is assumed that the automatic tagger produced perfect tagging results, and
finally iv) manual named-entity annotations are compared against the automatic
named-entity tagging results on the OCR output.

4 Experimental Protocol

We developed an Arabic corpus for conducting end-to-end OCR-based named
entity extraction experiments. A total of 115 images containing Arabic text were
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Fig. 1. Named-entity tags produced by the SRA Tagarab system. The three-letter
labels are: NUM (numeric), ENT (entity), TIM (time), LOC (location), PER (Person).
Notice that the system also produces finer distinctions such as “GenericPerson” and
“VIPs” under the “PER” category.

provided to us by the Department of Defense. These images are at 300 dpi reso-
lution, and have width of 2544 pixels and a length of 3300 pixels. Each page has
one column Arabic text. The document images are from one book. The content
of the book is political. The averages of some of the corpus characteristics are
as follows: lines/page = 24.12; number of words/page = 241.82; characters/page
= 1382.46; words/page = 241.82; words/line = 10.03 ; characters/line = 57.32;
length of words = 5.12.

Manual annotation of the named entities as well as creation of the transcrip-
tion was done by only one linguist due to lack of resources. The SRA named-
entity graphical annotation tool [13] was used for creating manual named-entity
tags. A named-entity tagging guide [4] was used for manual annotation.
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Fig. 2. Overall methodology used for the experiments.

We used Sakhr’s Automatic Reader version 3.01 as our Arabic OCR sys-
tem. This product runs on Arabic Windows 95 and had the best character and
word recognition accuracy amongst commercial Arabic OCR products [11]. The
output of the OCR system is in CP1256 encoding. The definitions of the OCR
evaluation metrics can be found our earlier article [11].

The Arabic named-entity recognition system we used in our experments was
the Tagarab tagger developed at the SRA corporation [13]. It is based on their
Turbotag English named-entity tagger and uses morphological analysis' of the
words to tag the text. The system accepts ASMO-encoded text and marks up the
named-entities text using SGML tags. The Tagarab scoring software, which is
based on the MUC scoring metrics precision and recall [8], was used to evaluate
the named-entity tagging performance. Partially correct recognition results are
given either full, partial, or no credit and the corresponding results are reported.

5 Results

The OCR performance (including the 95% confidence intervals) was as follows.
Average character accuracy per page: 92.3242 + 2.406; average character error

! Here morphological analysis is in the linguistic sense and not in the image processing
sense.
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Fig. 3. Misdetection and false alarm examples. In the top example, ‘Bagdad’ is mis-
spelt as ‘Bandad” and is not detected as a ‘Location’ entity. In the middle example a
word got split into two fragments, one of which happens to be the name of a month
and so got tagged as a ‘Time’ entity. The word ‘God’ is mis-spelt in the final example
and is mis-detected.

rate per page: 14.1891 + 4.4287; average word accuracy per page is: 65.2268 £
4.0987; and, average word error rate per page: 53.5134 + 9.0031.

Table 1. Named entity recognition results of automatic tagging against manual tag-
ging: (a) full credit, (c) half credit, and (c¢) no credit.

() (b) (c)
Type |Man|Auto|Recall|Precision|||| Type |Man|Auto|Recall| Precision|| || Type |Man|Auto|Recall| Precision
NUM| 48 | 4 4.2 50.0 NUM| 48 | 4 3.1 37.5 NUM| 48 | 4 2.1 25.0
ENT | 470 | 232 | 9.8 19.8 ENT | 470 | 232 | 8.7 17.7 ENT |470| 232 | 7.7 15.5
TIM | 330 | 250 | 34.5 45.6 TIM | 330 | 250 | 30.2 39.8 TIM | 330 | 250 | 25.8 34.0
LOC| 840 | 878 | 48.3 46.2 LOC| 840 | 878 | 46.0 44.0 LOC|840| 878 | 43.6 41.7
PER | 638 | 416 | 24.1 37.0 PER| 638 | 416 | 23.0 35.3 PER | 638 | 416 | 21.9 33.7
TOT |2326|1780| 31.0 40.6 TOT 2326|1780 29.0 37.9 TOT|2326|1780| 27.0 35.3

In Figure 3 we show examples of named-entity tagging errors. The perfor-
mance of Tagarab on clean text is shown in Table 1. In each table, the type of
entity being considered is reported in the first column, the numbers in the first
and second columns represent the number of tags of each type that are found
by the two methods being compared, and the third and fourth column represent
recall and precision, respectively. The total number of tags are reported in the
row labeled ‘TOT’. The performance of Tagarab on named-entity tagging of the
OCR text assuming that the tagging on the manual transcription is perfect is
shown in Table 2. Finally, the overall performance of Tagarab on the OCR text



Table 2. Recognition results of named-entity tagging of OCR output againt automatic
named-entity tagging: (a) full credit, (c) half credit, and (c) no credit.

(a) (b) (c)

Type|Auto|OCR |Recall|Precision|||| Type |Auto| OCR|Recall|Precision|||| Type|Auto|OCR|Recall |Precision

NUM| 2 0 0.0 - NUM| 2 0 0.0 - NUM| 2 0 0.0 -
ENT| 176 | 166 | 48.9 51.8 ENT | 176 | 166 | 47.2 50.0 ENT| 176 | 166 | 45.5 48.2
TIM | 266 | 204 | 40.6 52.9 TIM | 266 | 204 | 36.1 47.1 TIM | 266 | 204 | 31.6 41.2
LOC| 910 | 688 | 29.5 39.0 LOC| 910 | 688 | 28.2 37.4 LOC| 910 | 688 | 27.0 35.8
PER| 426 | 666 | 36.6 23.4 PER | 426 | 666 | 34.3 21.9 PER| 426 | 666 | 31.9 20.4
TOT|1780|1724| 34.7 35.8 TOT|1780|1724| 32.7 33.8 TOT|1780|1724| 30.7 31.7

Table 3. Named entity recognition results of named-entity tagging of OCR output
against manual named-entity tagging: (a) full credit, (c) half credit, and (c) no credit.

(a) (b) (c)
Type|Man|OCR|Recall|Precision|||| Type|Man|OCR|Recall|Precision|| || Type| Man | OCR |Recall| Precision
Num| 48 4 0.0 0.0 Num| 48 | 4 0.0 0.0 Num| 48 4 0.0 0.0
ENT|470| 190 | 8.5 21.1 ENT| 470 | 190 | 7.6 18.7 ENT|470| 190 | 6.6 16.3
TIM| 330 | 208 | 21.8 34.6 TIM | 330 | 208 | 16.8 26.7 TIM| 330 | 208 | 11.8 18.8
LOC| 840 | 672 | 21.2 26.5 LOC| 840 | 672 | 19.5 24.4 LOC| 840 | 672 | 17.9 22.3
PER| 638 | 650 | 21.0 20.6 PER| 638 | 650 | 19.1 18.8 PER| 638 | 650 | 17.2 16.9
TOT|2326(1724| 18.2 24.6 TOT (2326|1724 | 16.2 21.9 TOT|2326(1724| 14.2 19.1

is computed by comparing the result against the manual named-entity tags. This
is shown in Table 3.
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