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Abstract

Geometric groundtruth at character, word, and line level is crucial for develop-
ing and evaluating optical character recognition (OCR) algorithms. Kanungo and
Haralick [ICPR ’96] proposed a closed loop methodology for generating character
level groundtruth for rescanned image. In this article we present a robust version of
their methodology. We grouped the feature points and used branch and bound al-
gorithm on the grouped feature point set to estimate the transformation. Euclidean
distance between character centroids was used as the error metric. We performed
experiments on a randomly selected subset of the University of Washington dataset.

1 Introduction

Character, word, and line level geometric groundtruth is crucial for optical character
recognition (OCR) algorithm development and evaluation. Such groundtruth is typi-
cally created manually and therefore is time consuming, expensive and prone to human
errors.

We consider the case in which researchers already have the geometric groundtruth
for a few document images but would like to use these document-groundtruth pairs to
bootstrap the construction of a larger (more varied) dataset. We consider two scenar-
ios. In the first scenario, the groundtruth for the set of original real document images
is created manually, and in the second scenario, the groundtruth for the set of original
synthetic document images is generated automatically. In both cases the algorithm de-
veloper would like to print, photocopy, fax and rescan the original document images and
then automatically generate the geometric groundtruth for the rescanned documents.

Kanungo and Haralick [10] proposed a methodology to automatically generate ground-
truth of rescanned image by estimating the transformation between two images and then
transforming the groundtruth using the estimated transformation. They estimated the
transformation from corresponding pairs of feature points. Figure 1 illustrates the method-
ology that they used for generating the groundtruth information for real images. Four
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Figure 1: Automatic closed-loop methodology by Kanungo and Haralick.

corner points of the images were used as feature points to estimate the transformation.
The four feature points,p1, p2, p3 andp4 were determined by the following equations.

p1 = arg min
ai

(x(ai) + y(ai)), p2 = arg max
bi

(x(bi)− y(bi)),

p3 = arg min
ci

(x(ci) + y(ci)), p4 = arg max
di

(x(di)− y(di)),

whereai, bi, ci anddi are respectively the upper-left, upper-right, lower-right, and lower-
left corners of the bounding boxes of each connected component in the image. Hobby [7]
improved the registration by using optimization method to minimize the mismatch in
the estimated transformation. He used a direct search method to find the transformation.
More recently, Viard-Gaudin et al. [19] proposed a methodology to create groundtruth
for handwritten document. They designed a database of online and offline handwritten
data.

In this paper, we present a robust method for matching point sets by using all the
feature points available. The dashed rectangle in Figure 1 is the module that is being
replaced by the algorithm described in this paper.

2 Problem definition

Given an image and its groundtruth information, we wish to generate groundtruth for
the image which is a transformed (scanned, photocopied, fax-ed, etc.) version of the



Points
Extract Feature

Conn. component
of rescanned image

Points
Extract Feature

Feature points
of rescanned image

Feature points
grouping

Clustered
feature points

Estimate
Transformation

Transformation 
Parameter

Conn. component
of input image

of input image
Feature points 

Feature points
grouping

Clustered
feature points

Figure 2: The automatic registration methodology.

original image. The basic idea is to estimate the transformation between two images
and transform the groundtruth information using the estimated transformation. Figure 2
shows the illustration of this procedure.

3 The automatic groundtruthing methodology

First we extract the connected components of the original and transformed images. The
number of connected components in a typical document image is 1000∼5000, which
makes the running time of estimation too large. To reduce the complexity of problem,
we group connected components instead. These groups are approximately at the word
level. As a result of grouping, the number of feature points to be considered is reduced
to about20 ∼ 25% of its original size. We explain the procedure of this feature point
grouping in Section 4.1.

Using the two feature point sets, one from the original image and the other from the
transformed image, we estimate the transformation by using branch and bound algo-
rithm. We consider the partial Hausdorff distance [8] as the similarity measure. Given
point setsA andB, and parameterk, the partial Hausdorff distance is defined as:

Hk(A,B) = kth
a∈A minb∈B dist(a, b).

4 The matching algorithm

We need to find the correspondence and the transformation between two point sets. There
are two major steps in the matching procedure: (i) feature point grouping and (ii) branch
and bound algorithm.



begin
for all b ∈ B

root(b)← b
for all b′ ∈ NNk(b)

put (b, b′) into PQ
pair (b, b′)← pair with smallest distance ofPQ
while distance of(b, b′) < τ
do

if root(b) 6= root(b′)
then for allb′′ with root(b′)

root(b′′) = root(b)
end

end

Figure 3: The feature point grouping algorithm.

4.1 Feature point grouping

To reduce the size of the problem, we group connected components to word token level.
Let B be the set of bounding boxes,NNk(b) be thek nearest neighbors of bounding
boxb, PQ be a priority queue, andτ be a threshold, androot(b) be the root ofb, which
is initialized to beb. The key of the priority queue is the distance between the bounding
boxes in the pair. The pair with the smallest distance appears on the top of the queue.
In selecting the threshold, we used the threshold selection method by Kittler and Illing-
worth [11]. Figure 3 illustrates this grouping algorithm.

Figure 4 is an example of image overlaid with bounding boxes of the grouped con-
nected components. This sample image contains 2127 characters, and 442 groups. We
can see that these groups are approximately at the word level. Grouping takes less than
10 seconds per image when run on Sun Ultra-Sparc 5 with clock speed 361.2 MHz.

4.2 Feature matching of document image using branch and bound
algorithm

We now outline the branch and bound algorithm for feature point matching. LetT be the
range of affine transformation, andε be the error bound. The basic approach of branch
and bound algorithm is as follows: for a givenT , we first compute the upper and lower
bound of similarity. Next, a priority queue is constructed such that the element that has
the largest size comes on top of the queue. In the iteration, we pick up the largest ele-
ment out of the priority queue, and see if its lower bound of similarity is better than the
current best similarity. If not, we simply kill that element and proceed to the next largest
element. Otherwise, we compute the upper bound and check if it is better than the cur-
rent best similarity. If it is, (i) we update the best similarity to be the upper bound of
current element, (ii) update the best transformation, (iii) split the element into two parts
along the longest side,and (iv) insert both new elements into the priority queue. This
process is iterated until we achieve the target similarity or there is no more element to



Figure 4: Sample document image overlaid with the bounding boxes of the grouped
connected components.



begin
construct and initializePQ with givenT
while PQ size 6= 0 and bestsimilarity > ε
do

T ← next element inPQ
compute lower bound of similarity forT
if lower bound ofT > bestsimilarity - ε
then kill this cell and proceed to the next one
compute upper bound of similarity forT
if upper bound ofT < bestsimilarity
then update bestsimilarity and transformation
split T into T1 andT2

insertT1 andT2 into PQ
end

end

Figure 5: Branch and bound algorithm for feature point matching.

be processed in the queue. In computing the upper and lower bound of given range of
transformation, we use the kd-tree based nearest neighbor searching algorithm by [1, 5].
The algorithm is illustrated in figure 5. More detail of branch and bound algorithm can
be found in [8, 14].

5 Error metric

For the analysis of experimental result, we need to define an error criterion. LetG be the
set of groundtruth elementsgi, i = 1, · · · , N,, whereN is the number of characters in
image. Typically,gi is a tuple:gi = (xi, yi, wi, hi, fi) ∈ R×R×R+×R+×F , where,
xi, yi are thex andy coordinates of the upper-left corner of character-level bounding
box,wi, hi are the width and height of that bounding box, andfi is the font information.
Let θ andθ̂ denote the true and estimated transformations respectively. We can get the
groundtruth for rescanned image by transformingG using the estimated transformation.
Then we can defineGθ andGθ̂ to be the set of transformed groundtruth elements as
follows:

Gθ = T θ(G) with elementsgθ
i = (xθ

i , y
θ
i , wθ

i , hθ
i , f

θ
i )

Gθ̂ = T θ̂(G) with elementsgθ̂
i = (xθ̂

i , y
θ̂
i , wθ̂

i , hθ̂
i , f

θ̂
i ).

We can computegθ
i andgθ̂

i as follows:
(xθ

i , y
θ
i )t = T θ(xi, yi)t, (xθ̂

i , y
θ̂)t = T θ̂(xi, yi)t.

To definewθ
i , hθ

i andwθ̂
i , hθ̂

i , let ui, vi be thex andy coordinates of lower-right corner
of bounding box.

ui = xi + wi, vi = yi + hi

(uθ
i , v

θ
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i .
Also, we assume thatfθ

i = f θ̂
i = fi. The Euclidean distance between centroid of

corresponding bounding boxesdeltai is defined as:
δi = ‖Centroid(gθ

i ), Centroid(gθ̂
i )‖.

Then, the mean and maximum error measures for an image can be defined as follows.
ρmean(Gθ, Gθ̂) = 1

N

∑n
i=1 δi

ρmax(Gθ, Gθ̂) = maxi{δ1, · · · δN}

6 Experimental methodology and protocol

Experiment is performed on the University of Washington data set [16]. This dataset
contains journal images with corresponding character level geometric groundtruth. We
performed the experiment on 450 images. These images were generated by transform-
ing 10 images randomly selected from UW dataset by 45 different transformations. The
rotation angleR was set at zero and the scaleS and translationXt, Yt parameters were
selected from the following sets. We are currently conducting the experiments where
the angle is a variable.

S = {65%, 80%, 100%, 120%, 135%},
Xt = {−50, 0, 50}, Yt = {−100, 0, 100}.

7 Results and discussions

To analyze the results, we generate the histogram of estimation errors. As discussed in
Section 5, we calculateρmean(Gθ, Gθ̂) andρmax(Gθ, Gθ̂) for each image pair. LetO
be the set of images,T be the set of transformations,∆ be the width of the range,I be set
of transformed images, andG be the set of groundtruth elementsGi. The histograms of
mean and maximum error,Hmean(k; O, T, ∆) andHmax(k;O, T, ∆), are defined as
follows.

Hmean(k;O, T, ∆) = ‖{i ∈ I | (k − 1)∆
2

< ρmean(Gθ
i , G

θ̂
i ) ≤

(k + 1)∆
2

}‖

Hmax(k;O, T, ∆) = ‖{i ∈ I | (k − 1)∆
2

< ρmax(Gθ
i , G

θ̂
i ) ≤

(k + 1)∆
2

}‖
We have 450 transformed images, for which groundtruth is estimated. The histograms

of error distribution of this image set are shown in Figure 6. We set∆ to be 0.4 pixel.
From this result, we can see that the estimated groundtruth is close to the true ground-
truth with less than 3 pixels of mean error and 5 pixels of maximum error. The mean
of mean error is 1.09 pixels, and mean of maximum error is 2.16 pixels. The estima-
tion takes10 ∼ 15 minutes per image when run on Sun Ultra-Sparc 5 with clock speed
361.2 MHz. We faxed and rescanned an image, and run our feature matching algorithm
to produce the groundtruth for this image. Figure 7 shows the faxed image overlaid with
the estimated groundtruth.
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Figure 6: Distribution of mean and maximum errors.



Figure 7: Estimated groundtruth of faxed image.



8 Conclusions

We proposed an improvement over the automatic groundtruthing algorithm proposed
by Kanungo and Haralick. We used feature point grouping to reduce the complexity of
problem. Then we used the branch and bound algorithm on the grouped feature point
sets to estimate the transformation between two images. To analyze the experimental
result, we defined the error metric to be the Euclidean distance between the centroids
of corresponding characters. On the 450 experimental trials, the estimated groundtruth
boxes have a mean error of 1.09 pixels and a maximum error of 2.16 pixels. Further
reduction in groundtruth location error can be achieved by using the local matching al-
gorithm described in Kanungo and Haralick [9, 10]. We plan to conduct further ex-
periments (i) to study the performance of our matching algorithm as a function of the
rotation angle, and (ii) to quantitatively compare our algorithm to that proposed by Ka-
nungo and Haralick [9, 10], and Hobby [7].
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